
The 25 January 2021 marked
one hundred years since the
première of Czech sci-fi writer
Karel Čapek’s play “R.U.R.”
(Rossum’s Universal Robots).
The short work anticipated
subsequent books on the
subject, as well as cyberpunk
and post-apocalyptic films like
“The Terminator” and “Alien:

Covenant”. Rossum’s universal robots were
conceived as human helpers, but after a while
they rebel and destroy the human race, with the
exception of one factory worker, whom they need
to recreate their own kind.

The word “robot” soon became commonplace
and was applied to mechanisms with a limited
set of programmable functions in need of dia‐
gnostics, servicing and repair. More recently,
however, especially after the development of
computers and cyber technologies, discussions
are already underway about whether machines
can think and make decisions on an equal foot‐
ing with people.
Nowhere, the latest achievements in robotics

and computerisation are more in demand than in
the military, especially in the US, where special
centres have been set up to develop specific pro‐
grammes, applications and hardware. Numer‐
ous laboratories in the US Army, Marine Corps,
Navy and Air Force, with the help of contractors
and the country’s leading institutions, bring the
prototypes of advanced models to their logical
conclusion – all this technology is to serve the
new wars that Washington is planning to un‐
leash in the future.
Recent advances in this area are telling. The

unmanned Ghost Fleet Overlord1 vessel recently
sailed 4,700 nautical miles successfully and
participated in the Dawn Blitz exercise, where it
operated autonomously for almost the whole
time.
Those concerned about China’s growing

power propose using such systems2 for any fu‐
ture dealings with the PLA (People’s Liberation

Army): using underwater suicide drones to at‐
tack Chinese submarines, for example. The US is
already talking about underwater and surface
combat robots that are allegedly under develop‐
ment by the Chinese military and which the
Chinese are calling an “Underwater Great Wall”.3
That is why they are suggesting to establish par‐
ity with or to somehow outplay the Chinese.
China’s efforts in this area show that the avail‐

ability of new types of weapons does not provide
the US with any guarantee that such systems will
not be put into service by other countries. For ex‐
ample, the appearance of unmanned combat
aerial vehicles in a number of countries has
forced the US to develop methods and strategies
for countering drones.
As such, in January 2021, the US Defense De‐

partment published a strategy for countering
small unmanned aircraft systems4 that expresses
alarm at the changing nature of war and the
growing competition, both of which pose chal‐
lenges to American superiority.
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Lieutenant General Michael Groen, director of
the US Defense Department’s Joint Artificial In‐
telligence Center, talks5 about the need to accel‐
erate the implementation of artificial intelli‐
gence programmes for military use. According
to Groen: “We may soon find ourselves in a
battlespace defined by data-driven decision-
making, integrated action, and tempo. With the
right effort to implement AI today, we will find
ourselves operating with unprecedented effect‐
iveness and efficiency in the future.”
The Pentagon’s Joint Artificial Intelligence

Center,6 which was set up in 2018, is now one of
the leading military institutions developing “in‐
telligent software” for future weapons, commu‐
nications and command systems.
Artificial intelligence is now the most dis‐

cussed topic in the US defence research com‐
munity. It is a resource that can help achieve cer‐
tain goals, such as enabling drones to fly unsu‐
pervised, gather intelligence, and identify targets
through rapid and comprehensive analysis.
It is assumed that the development of artificial

intelligence will lead to fierce competition, since
AI itself differs from many past technologies in
its natural tendency towards monopoly. This
tendency towardsmonopoly will exacerbate both
domestic and international inequality. The audit‐
ing firm PricewaterhouseCoopers predicts7 that
“nearly $16 trillion in GDP growth could accrue
from AI by 2030”, of which 70% will be accounted
for by the US and China alone. If rivalry is the nat‐
ural course of things, then for companies that use
artificial intelligence formilitary purposes or dual-
use technologies, viewing it this way will seem
quite logical. It will be a new type of arms race.
On the ethical side, however, military artificial

intelligence systems could be involved in mak‐
ing life-saving decisions or impose death sen‐
tences. They include both lethal autonomous
weapons systems that can select and engage
targets without human intervention and de‐
cision-making support programmes. There are
people who actively advocate the inclusion of
machines in a complex decision-making pro‐
cess. The American scientist Ronald Arkin, for
example, argues that not only do such systems
often have greater situational awareness, but
they are also not motivated by self-preservation,
fear, anger, revenge or misplaced loyalty, sug‐
gesting that, for this reason, robots will be less
likely to violate peace agreements than people.
Some also believe that artificial intelligence

functions can transform the relationship

between the tactical, operational and strategic
levels of war. Autonomy and networking, along
with other technologies, including nanotechno‐
logy, stealth and biogenetics, will offer sophistic‐
ated tactical combat capabilities on the ground,
in the air, and at sea. For example, shoals of
autonomous undersea vehicles concentrated in
specific locations in the ocean could complicate
the covert actions of submarines that currently
ensure a guaranteed retaliatory strike from nuc‐
lear powers. Therefore, other tactical platforms
could also have a strategic impact.
Enhancedmanoeuvrability is also being linked

to artificial intelligence. Among other things, this
includes software and sensors that make it pos‐
sible for robots to be autonomous in dangerous
places. This is one of the driving forces behind
the military’s use of autonomous systems. The
US military has high hopes for machine
autonomy because it could provide greater flex‐
ibility to people who command and fight along‐
side robots. American developers are expecting
to move from 50 soldiers supporting one drone,
unmanned ground vehicle or aquatic robot, as it
is now, to a paradigm where one person is sup‐
porting 50 robots.
But artificial intelligence could also create ser‐

ious problems. Military artificial intelligence
could potentially accelerate combat to the point
where the actions of machines surpass themen‐
tal and physical capabilities of those making the
decisions in the command posts of a future war.
Therefore, technology will outpace strategy, and
human and machine errors will most probably
merge – with unpredictable and unintended con‐
sequences.
A study by the RAND Corporation,8which looks

at how thinking machines influence deterrence
when it comes to military confrontation, high‐
lights the serious problems that could ensue if
artificial intelligence is used in the theatre of
war. Based on the results of the games conduc‐
ted, it was shown that actions taken by one
party, which both players perceived as de-escal‐
atory, were immediately perceived by artificial in‐
telligence as a threat. When a human player
withdrew their forces in order to de-escalate a
situation, the machines were most likely to per‐
ceive this as a tactical advantage that needed to
be consolidated. And when a human player
moved their forces forwards with an obvious
(but not hostile) show of determination, the ma‐
chines tended to perceive this as an imminent
threat and took appropriate action. The report

https://breakingdefense.com/2021/01/uncle-sam-needs-ai-asap-dod-artificial-intelligence-chief/
https://dodcio.defense.gov/About-DoD-CIO/Organization/JAIC/
https://dodcio.defense.gov/About-DoD-CIO/Organization/JAIC/
https://dodcio.defense.gov/About-DoD-CIO/Organization/JAIC/
https://www.foreignaffairs.com/reviews/review-essay/2018-11-16/beyond-ai-arms-race?cid=soc-tw
https://www.rand.org/pubs/research_reports/RR4229.html
https://www.rand.org/pubs/research_reports/RR4229.html


3/3

found that people had to deal with confusion not
only over what their enemy was thinking, but
with the perception of their enemy’s artificial in‐
telligence as well. Players also had to contend
with how their own artificial intelligence might
misinterpret human intentions, both friendly and
hostile.
In other words, the idea contained in Karel

Čapek’s play about robots is still relevant today
– it is impossible to predict the behaviour of ar‐
tificial intelligence. And if “intelligent” robots
have amilitary use, then they could also become
a danger to their owners. Even in the US, there
are sceptics in the military who are in the camp
of traditionalists9 that believe such innovations
by the utopians at Silicon Valley will be harmful
to American statecraft.
Source: Oriental Review, 1.2.21
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Editor's comment
red. Reading Savin's article on the use of artificial
intelligence (AI) in weapons systems, one can
only come to the conclusion: “war is obsolete”.
A war in which highly dangerous autonomous

weapons systems analyse the situation without
human intervention and react according to their
assessment at such a high speed that no hu‐
man can intervene to control it, is equally de‐
structive for “friend and foe”.
The highly praised AI can never really be su‐

perior to humans: weighing up and assessing
the emotions and intentions of the counterpart,
taking ethical perspectives into account, flexibly
considering possibilities of de-escalation, even
if they are to one's own “disadvantage” in the
short term – no machine can do all that.
Remember the Cuban Missile Crisis of 1962:

how close humanity came to the precipice of a
nuclear catastrophe. Three delicate situations
to illustrate:
• An American destroyer forced a Soviet sub‐
marine to surface. The submarine had a nuc‐
lear torpedo on board. But Vasily Alexan‐
drovich Archipov, one of the three officers re‐
sponsible for launching nuclear weapons, re‐
fused to fire the torpedo without further or‐
ders from Moscow. What would a machine
have done in his place?

• An American U-2 spy aircraft was shot down
over Cuba by an S-75 surface-to-air missile
(SAM). The pilot, Major Rudolf Anderson, was

killed. US President John F. Kennedy neverthe‐
less expressly forbade a counterattack and
once again declared himself ready for further
negotiations. How would a machine have de‐
cided in his place?

• In a secret meeting between his brother and
the Soviet ambassador Anatoly Dobrynin,
John F. Kennedy had his brother declare that
he would also agree to a withdrawal of the
American Jupiter missiles stationed in Turkey,
as Nikita Khrushchev had demanded. He kept
this possibility secret from most members of
the Executive Committee, the majority of
whom called for an air strike. Dobrynin imme‐
diately relayed this dispatch to Moscow. Late
that night, Khrushchev decided to accept
Kennedy's offer and withdraw the missiles
from Cuba.1

Would an “intelligent” machine have made the
same decision instead of Kennedy and/or
Khrushchev?
Possibly our world would no longer exist if

there had already been autonomous weapon
systems equipped with so-called “artificial intel‐
ligence”.

Today they exist. That is why any war today, if
one does not want to put the en�re human
race at risk, is just as obsolete as a nuclear war.
1 The information on the Cuban Missile Crisis is taken
fromWikipedia.
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